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(a) (6pt) Prove the markov’s inequality:

Vo Liiv LLIGL

(Marcov inequality) Let U be

R,{Uza}sgy— for a>0.
a

(b) (6pt) Let X,Y are two random variable with joint pdf
Jyy(x:y)= iexp‘[—%(f + ¥ (x, y)} where A={(x,y):xy>0}.Find the
marginal pdf f, .

(c) (@pt) Is X in(b)a Gaussian random variable? Explain your answer.

(d) (@pt) Is X =[X Y] in (b) a Gaussian vector? Explain your answer.

. (a) (4pt) (2pt) Give the definition of a random variable on a probability space (Q,F,P).
(b) (6pt) Let Q=(0,1], F = B(0,1], and P be arbitrary probability measure on (Q,F).
Consider two random variables X (@) = I,,,,,(®) and

1 A
Y(@)=1)4(0)+21;,,(0) where I (w)= {0 w: ) is a indicator function.
)

Find o(X), o(Y) and o(X)no(¥Y) where o(X) isthe o - field generated by
random variable X .
(c) (5pt) Give the definition of independence of two random variables X and Y on the
same probability space (Q,F,P).
(d) (5pt) Is it possible that the random variables X and Y in part (b) are independent
under some porbability? If the answer is yes, give an example. If the answer is no,
prove it.
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3. (a) (10pt) Draw the relationship diagram for a random sequence {X,;n e N}converges in

the following modes: point wise convergence, almost sure convergence, convergence in
probability, convergence in r_th mean, convergence in distribution.

P d
(b) (5pt) Show thatif X, — X ,than X, > X.
(c) (5pt) Let X,,X,,... be iid. random variables. Define ¥, = max X, . Determine

i=n
whether the sequence {Y,;n=1,2,...} ofrandom variables converges in distribution.

Let {X,;n=1,2,...} be an iid. binary alphabet process with P(X,6 =1)=1/3
P(X,=0)=2/3and let N, be the Poisson counting process with rate 1>0. A

2N,
continuous time random process is defined by Y (¢) = ZX ‘-
k=1

(a) (6pt) Find the mean and variance of X, .

(b) (6pt) Find the expectation of Y(¢).

(c) (4pt) Find the covariance function of Y(¢).
(d) (4pt) Find the characteristic function of Y(r).

. (@) (4pt) Give the definition of a wise-sense stationary process.

(b) (4pt) Give the definition of a stationary process.

(¢) (6pt) Give an example of a random process such that it is stationary and dependent.
Explain your answer.

(d) (6pt) Let {X,;tel}be a wise-sense stationary process and f:R—>R is a
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measurable function. Is the random process {f(X,);fe I} wise-sense stationary?
Explain your answer.




