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1. (20 %)

Let X,(t)=X(t)cos(2xf.t+®) and X,(t)=X(t)sin(2zft+®), where the probability
density function of ©

2
is

Let X(t) be a stationary random process with auto-correlation function R, (7).
—, —%£H<%,
f®(6?): "

0, elsewhere.

independent, calculate the cross-correlation function of X, (t) and X, (t).

2. (20%)

If X() and © are

Five instructions are used independently with probabilities {0.55, 0.21, 0.11, 0.07, 0.06}.
Construct a Huffman code for this instruction set.
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3. (20%)

[

Consider the signal constellation as shown in the figure. The a priori probabilities for

S, S,, and s, are0.5,0.3, and 0.2, respectively.
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(@) Find the translation vector to translate the signal constellation into a new signal

constellation with minimum average energy.

(b) Calculate the average energy of the new signal constellation.
4. (20%)

In the BPSK system, the two signals are s, (t) = Aksin(2z ft)+ A .v1-k* cos(2z f.t) and

s,(t) = Aksin(2z f.t) - AV1-k?cos(2zft), O0<t<T, 0<k<1l. In the presence of

additive white Gaussian noise of zero mean and power spectral density

%, calculate the
average probability of error.

5. (20%)
Consider the (4,1) code with generator matrix [1 11 1].
(@) Construct the syndrome table for all the single-error patterns.

(b) If (1101) is received, find the decoded codeword by using the syndrome decoding.



