|
put|
%
;0 E
\\‘ | 4
W L
Fy
%
& W
= -
¥
B
&
ol
—_%L

i
b3
‘j‘g
T
-
iz
g

AREFER

g2 (5] Jpg > e s £ 100 4 -

FAOE AR ALILTE 0 2 AL

1
2.
3. 2IMERLFEEREEZERFEN > FRIF AL 0
4, FTREPER .-

1. (a) (5pt) Give the definition of a wise-sense stationary process.
(b) (5pt) Give the definition of a random variable X on a probability space (Q,F,P).

(c) (5pt) Give the definition of a random process is a counting process.
(d) (5pt) Give the definition of the o -field generated by a random variable X .

2. (@) (9pt) Give the definitions for a random sequence {X,;neN}converging in the
following modes: point wise convergence, almost sure convergence, and convergence

in r_th mean.
(b) {X,;neN} is a sequence of rv’s on ((0,1],B(0,1],P) where P is the Lebesque
1/5 n-1 <
measure on unit interval. Let X, (w) = n n<osl
0 else

(i) (3pt) Show that {X, ;ne N} converges almost surely, but not point-wisely.
(i) (3pt) Show that {X, ;neN} convergesinr_th mean for r<4.

(c) (5pt) Show that if {X ;neN}converges in k_th mean for some keN, then
{X,;n e N}also converges in s_th mean where s<k and seN.

3. (a) (10pt) Gram-Schmidt orthogonalization procedure: Let X be a n-dimensional
random vector with mean vector m=[m, --- m ]"and covariance matrix C, . Define

the random vector Z=[2,,,Z]T by Z,=X,—m
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cov(X, .,Z. ] .
Z =X, .—m —Ek Mz. for k=1,---,n—1, where the fraction 0/0 is
k+1 k+1 k+1 j=1 Var(Z ) J
]

defined as 0. Show that Z is a 0-mean uncorrelated random vector, and there exists a
lower triangular A such that X = AZ +m.

6 3 1
(b) (10pt) Let M=[123]" and Cy=|3 4 -—1|.Find A in part(a).
1 -1 2

4. Let {X,;n=12,..} be a random process such that X, 6 =cos(nY) where Y is a
random variable with uniform density on (-7, 7).
(a) (4pt) Find EY and characteristic function ¢ (u) of Y
(b) (9pt) Find EX_, covariance function k, (m,n)and E[X’X_]for {X ;n=12,.}.
(c) (4pt) Is {X,;n=12,...} wise-sense stationary? Explain your answer.
(d) Bpt) Is {X,;n=1,2,...} stationary? Explain your answer.

Koy
5. Let{X,;neZ}bean i.i.d. process with pdf f, (x)={e0 X_g and let {N,,t >0} be
" X <

the Poisson counting process with rate A =2. Define {Y,,t>0} by Y, = Z:zl X, .

(@) (4pt) Show that the characteristic function of X, is CI)Xn(u)zi

1-iu’
(b) (4pt) FindEY,.
(c) (6pt) Find var(Y,)
(d) (6pt) Find the characteristic function ¢ (u)of Y.



